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Introduction

AI has emerged as a revolutionary technology in criminal justice, andalso in a number of other 
sectors such as health, finance, transportation, and education. Its capacity to automate complex 
tasks, analyze big data, and come up with innovative solutions made AI part and parcel of 
modern society. The integration of AI into criminal justice has changed processes from criminal 
investigations to court decisions, making justice faster, more efficient, and objective. But 
concurrently, AI adoption had deep ethical and practical challenges as well.

Conventionally, the delivery of justice has been by way of very complicated processes where 
human judgments form a major factor.
The inclusion of AI, while it is meant to reduce human errors, raises several concerns on its 
objectivity given the biased data used in its training, the system design itself, and usage of such 
data. Particularly, algorithms could learn from past trends in data the way to recreate systemic 
inequities leading to miscarriages of justice.

Understanding the consequences of AI on criminal justice, it helps to consider achievements and 
challenges developed by this technology in different branches. In the field of medicine, AI 
increases the speed and optimizes methods of diagnostics, and it enables better treatment 
possibilities. In transport, there is a high probability that autonomous cars will reduce the traffic 
accident rate. However, even these areas are encumbered with such controversial ethical, 
accountability, and transparency concerns. These issues are more crucial in criminal justice, 
where decisions made here can directly affect the lives of individuals.

The contribution of AI in criminal investigations has been immense. Systems such as facial 
recognition technology and fingerprint matching, by saving time in the analysis of criminal 
evidence, have made the identification of criminals faster. However, the risk is that these 
technologies can generate false positives. For example, facial recognition algorithms have been 
reported to have low accuracy rates across different ethnicities. This may lead to the wrong 
targeting of innocent individuals. Further, other tools such as predictive policing can be utilized 
in preventing crimes; these systems are based on past crime data, and this can easily lead to 
over-surveillance of certain communities.

The use of AI in courts is proving to be an even more sensitive issue. Risk assessment tools are 
used in an attempt to predict the likelihood of reoffending of offenders. In theory, it can provide 
more objective for a judge. However, the algorithms of many of these tools are oblique. Such 
"black box" systems have also been criticized because,quite simply, complete understanding of 
their inner workings is lacking. Excessive reliance by judges on such tools undercuts basic 
principles of justice by relegating human judgment to the background.

AI also faces a lot of controversy over ethical issues in the sphere of criminal justice. Decisions 
by AI must be taken carefully in order not to violate human rights. Of the many apprehensions, 
one important issue regarding data collection and processing involves privacy. Surveillance 
Tools using AI are in danger of meddling with the private life of individuals. Such a situation 
could jeopardize the freedom of individuals and, on the whole, the confidence that society would 
place in this.



Definition of Significant Terms

Artificial Intelligence: in simple words, is a branch of science dealing with developing 
computer systems that can simulate human intelligence capable of learning, reasoning, 
problem-solving, and adapting to new data. Application of AI in criminal justice has increased 
lately, from the analysis of crime to facial recognition, fingerprint matching, and even risk 
assessment. AI integrated into the criminal system automates many manual processes; hence, it's 
faster and more effective solutions.

AI Bias: It is systematic mistakes in algorithms because of the unbalanced data or due to 
human-generated bias. This will go a long way in perpetuating injustice against any form of 
discrimination based on race, gender, or socio-economic status. For instance, an AI system may 
put a certain community under surveillance because of the fact that a certain community has 
committed more crimes per history. 

Sentencing: The process in which a court arrives at the sentence to be imposed on an individual 
found guilty of a crime. AI systems try to present more information to judges by generating risk 
assessment reports in courts. Yet, the obscurity of those systems threatens to undermine the right 
to a fair trial in court.

Predictive Policing: This is an application of AI where the analysis of crime data is used to 
predict crimes that will occur in the future and,thus, prevent them. Predictive policing can 
identify high-crime areas, but risks include inaccurate predictions or disproportionate targeting of 
communities by these systems.

Algorithmic Transparency: This refers to the degree to which the inner workings of an AI 
system are explainable and accessible. Algorithmic transparency enables people to understand 
how the system works and to dispute decisions. It is especially paramount in criminal justice, 
where transparency is required to ensure justice.

Justice Impairment: Anything that threatens the core values of justice, neutrality, equality, 
and transparency because of biased tools or procedures. This can include when an AI system 
unjustly targets a certain group because education data is unbalanced.

Facial Recognition Technology:It's a subcategory of AI applied in facial feature analyses and 
is majorly used in human identification and verification processes. Applications range 
innumerable in main crime analysis; however, several critics sermon on variable accuracies 
across ethnicity.

Data Privacy: AI systems require large amounts of personal data and hence lead to breaches of 
privacy. The usage of AI tools in criminal justice can also cause interference with citizens' 
private lives, thus the protection of their rights.



Black Box Systems: These are those where there is no comprehensible form of 
decision-making by AI from the outside. Such systems stir controversy for accountability and 
transparency concerns, especially in their use for critical areas such as judicial decisions.

Detailed Background of the Issue

Historical Context:
The use of Artificial Intelligence in criminal justice began with the adoption of basic data 
analysis tools designed to identify crime trends. During the early 1990s, as technology improved, 
law enforcement agencies began digitizing records and using simple algorithms to predict crime 
trends. These efforts marked the first steps in the integration of AI into policing and forensic 
systems.

By the 2000s, machine learning and advanced data analytics significantly improved the 
capabilities of AI. One of the first highly utilized AI systems introduced within the US was the 
COMPAS (Correctional Offender Management Profiling for Alternative Sanctions) tool, which 
was intended to indicate how likely inmates were to offend again, thus serving as an assistant to 

judges when deciding on sentences. 
However, a 2016 report published by 
ProPublica suggested that COMPAS 
was racially biased, classifying black 
defendants as higher risks than white 
ones. The finding led to an international 
debate on ethical applications of AI in 
criminal justice, presenting a variety of 
risks associated with working with 
biased information.

In the 2010s, predictive policing systems came to the fore. Large cities such as Los Angeles and 
Chicago implemented AI-powered technologies to deploy police resources more effectively. 
Although these systems had early success in reducing crime rates, they were seen to be 
perpetuating systemic racism. The historical data often represented deep-seated societal biases 
that resulted in a disproportionate number of police interventions in disadvantaged communities.

Present Practices:

AI plays a big role in several stages of modern criminal justice. The Following are some of the 
main areas where AI is being used currently:

1. Investigations:
AI-enabled tools analyze large amounts of data, such as surveillance footage, forensic evidence, 
and witness statements, much faster than was previously possible. Facial recognition systems are 
widely utilized to identify suspects in real time. For example, China has deployed large-scale 



AI-powered surveillance networks in public areas to monitor and identify potential threats. 
While it works in some cases, these systems raise many questions regarding accuracy and 
violation of privacy. In the UK, it was found in studies that error rates may run as high as 98% in 
facial recognition systems that lead to misidentifications and wrongful arrests.

2. Court Decisions: 
AI algorithms give judges risk assessments, which include bail, sentencing, and parole 
recommendations. These tools are designed to be less biased than human judges. However, they 
frequently perpetuate existing injustices. For instance, low-income students or those from ethnic 
minorities are likely to receive more severe recommendations because the education data is 
biased. Besides, the inability of AI to explain its decisions-what is called the "black 
box"problem-undermines trust in these systems.

3. Predictive Policing: 
AI predicts the location and perpetrator of future crimes using analysis of past crimes. Many 
predictive policing systems, like PredPol, have been applied across the US. While these systems 
can increase efficient resource distribution, critics say that these systems are biased toward 
minority neighborhoods since their learning is based on biases in their historical training data.

Challenges and Criticisms:

In the criminal justice environment, despite all advances, the integration of AI has brought 
forward a number of issues, including but not limited to the following:

1. Data Bias: Historic data adopted by AI mechanisms depicts social prejudices. To explain it in 
context, neighborhoods that have always seen crime include low-income or minority populations 
and may be labeled as a high-risk community out of proportion. This would enhance systemic 
discrimination and is contrary to the theory of equal justice.

2. Accountability and Transparency: Most AI systems are non transparent as the systems are 
preserved as trade secrets. Accountability assurances are difficult since it is mostly not possible 
to understand how exactly AI has arrived at something. In this light, any forensic context there 
raises grave ethical issues if a defendant in a case fails to challenge a risk assessment made by 
some AI.

3. Privacy Concerns: AI systems collect a huge amount of personal information and analyze it. 
Consequently, this creates surveillance concerns and misuse of data. To mention a few, 
unauthorized use of face recognition software or monitoring of public activities violates the 
privacy rights of individuals.



4. Ethical Issues: It reduces human judgment and raises ethical issues of accountability in cases 
where grave decisions are left in the hands of AI. When something goes wrong or a decision of 
the AI system is biased, the question of who will be responsible-developers, users, or the 
courts-becomes highly problematic and uncertain.

Timeline of Key Events

Date Description of Event

2014 COMPAS risk assessment tool gains widespread adoption in the 
US.

2016 ProPublica publishes a report exposing racial bias in COMPAS.

2018 The European Union enacts GDPR, emphasizing data privacy and 
accountability.

2019 AI Act proposed by the European Union to regulate AI 
applications.

2020 Several US cities, including San Francisco, ban facial recognition 
AI.

2022 China expands its AI-driven surveillance systems to monitor public 
behavior.

2023 UNODC launches a global framework for ethical AI deployment in 
justice.

2024 The World Economic Forum highlights AI bias as a critical global 
issue.

Major Countries and Organizations Involved

United States of America: United States: It has been observed that the United States has been 
way ahead in adopting Artificial Intelligence tools in its criminal justice system. To name a few, 
COMPAS (Correctional Offender Management Profiling for Alternative Sanctions) and 



predictive policing software are the main ones.. Both were highly vaunted as new ways to make 
criminal justice more efficient and objective, but both have faced many criticisms:

COMPAS: This is a risk assessment tool used to help judges decide upon the chances of 
the offender committing another crime. However, studies, including that 2016 ProPublica report, 
have shown considerable racial bias-Black defendants more likely to be labeled high risk. Such 
findings raise debates about the ethical implications of AI in sentencing.

PredPol: Adopted by cities like Los Angeles and Chicago, this predictive policing tool 
aims to forecast areas where crimes will occur. While it has had initial success in reducing crime, 
it has also been criticized for reinforcing systemic inequalities by targeting minority 
neighborhoods disproportionately based on biased historical data. 

Because there has been no federal guidance on using AI in 
criminal justice, practices have been inconsistent from state to 
state. And that has called for advocacy groups and researchers 
to demand more transparency in the algorithms and greater 
legislative oversight of the fairness of their implementation.

European Union: The European Union has taken an active 
interest in developing both legal frameworks and ethical 
guidelines that regulate AI. Some of the key initiatives taken 
up by the EU include:

General Data Protection Regulation: General Data 
Protection Regulation: The year 2018 saw the implementation 
of the GDPR, which cast a strict code on standards of 
data collection and processing, with a key emphasis on 
transparency and accountability. This is one such 
regulation that influences the use of AI in criminal 
justice directly, since it protects individual information.

AI Act currently proposed: The currently 
proposed AI Act lays down a general framework for 
the ethical use of AI in various sectors, including 
criminal justice, classifies AI applications according to 
the risk involved, and calls for transparency regarding 
high-risk systems, such as those applied in law 
enforcement.

With this balancing of innovation and ethics, the EU 
became the leader in the globe concerning AI 
governance. Still, some experts argue that stricter 
mechanisms of enforcement have to be set in place in 
order to really compel compliance among members.



China: China is also making AI the signature feature of its governance, especially when it 
comes to policing and the way people are tracked. Applications include:

Facial Recognition Technology: Pervasive surveillance across China was implanted with 
AI into the monitoring of public space for identification of persons in real-time. This has been 
quite instrumental in tracking criminal suspects and managing mega events; huge privacy issues, 
especially pertaining to misuse, persist.

Social Credit System: The controversial system uses AI in the scoring of behavior by 
citizens, affecting their access to loans and traveling. Critics say this sets a new water test in 
government control and infringes on individual freedoms.

While the nation's capabilities in AI are advanced, human rights entities like Amnesty 
International and Human Rights Watch criticized such systems for violations of privacy and 
enabling authoritarian practices.

United Nations Office on Drugs and Crime: The UNODC has been at the forefront in 
pursuit of the ethical application of AI in the CJ systems of the world. In 2023, it introduced a 
Global Framework for Ethical AI Deployment in Justice Systems with the intent of bringing 
transparency and accountability into AI applications, addressing data biases so as to reduce 
systemic inequalities, and setting international standards for the use of AI in criminal 
investigations and sentencing.

UNODC also facilitates dialogue between the member states and sharing of best practices 
and common challenges.

Human Rights Watch: Human Rights Watch has made comments on the risks in the 
application of AI in criminal justice. It works to:

●​ Identify and expose biases in these AI systems used, particularly for sentencing and 
predictive policing;

●​ Call for international regulation that can help make sure the use of AI does not breach 
basic human rights.

●​ Underlining these abuses, including mass surveillance in China, to bring the issue in front 
of the eyes of the global community.

●​ Reports by HRW very often serve as a starting point for advocacy and changes in policy 
internationally.

Amnesty International: Amnesty International has been quite vocal with regard to the abuse 
of AI in criminal justice, mainly violations of privacy and discrimination. Notable initiatives:

●​ Demonstrated campaigns against the use of AI-powered facial recognition technology in 
law enforcement.

●​ Research to expose the biases in AI systems, including those applied in predictive 
policing.



●​ Advocating for stronger global frameworks that can regulate AIR while protecting 
individual freedoms.

●​ Amnesty's focus on human rights makes it an important voice in debates over the ethical 
use of AI.

World Economic Forum (WEF):  The World Economic Forum has pointedly mentioned that 
dealing with the challenges which AI throws up for criminal justice requires international 
cooperation. Key contributions include:

Publishes reports on the impact of AI biases in society, organizes multi-stakeholder 
dialogues among governments, private sector players, and civil society, and promotes innovative 
solutions to mitigate risks, including algorithmic audits and ethical guidelines. The WEF 
emphasizes public-private partnership targeted at making sure applications of AI in criminal 
justice conform to the expectations of society.

Previous Attempts to Solve the Issue
1. General Data Protection Regulation:

The GDPR instituted by the European Union is considered among comprehensive regulations in 
data privacy globally. In regard to AI in criminal justice, the GDPR applies directly in many 
ways to include:

Setting stringent guidelines with respect to collection and processing of data; transparency and 
accountability.

Organizations should make sure they get consent from an individual before collecting his 
personal information, which is a critical ingredient in AI systems.
Give a right to access, correct, and erasure to individuals concerning their data for the purpose of 
empowerment against potential abuses of AI in the realm of law enforcement.
Whereas GDPR set a high bar concerning the protection of data, critics argue that the 
mechanisms of enforcement need to be more robust to make the application consistent among 
member states.

2. Ethics Guidelines for Trustworthy AI:

These guidelines, developed by the European Commission, outline the following key principles 
for the ethical use of AI: human oversight and accountability in AI applications, transparency 
and explainability of AI algorithms, non-discrimination, and prohibition of bias in AI systems. 
These guidelines have been quite influential in shaping policies, especially the proposed AI Act. 
However, they are non-binding, which limits their potential for enforcement.

3. San Francisco Facial Recognition Ban:



(San Francisco, 2019)
San Francisco became the first major city in the United States to ban the use of facial recognition 
technology by government agencies, including law enforcement. The bill targets privacy 
concerns and potential misuse of AI surveillance.

It has since set off a national debate in the United States about the ethics of deploying AI in 
public surveillance.
Paved the way for similar bans to be instituted in other cities, such as Boston and Portland.
It also received criticism as a ban on potentially stymying technological progress.

4. ProPublica Investigation on COMPAS:

The ProPublica investigation uncovered racial bias in the COMPAS risk assessment tool, which 
classified Black defendants as high-risk offenders much more often than white defendants.

As an effect of this report, the whole world came to know about the possible dangers of biased 
AI systems in criminal justice.
This resulted in demands for greater algorithmic transparency and independent auditing of AI 
sentencing tools.
While this inquiry brought some very important flaws into the limelight, general reforms that 
tackle algorithmic bias are few and far between.

5. United Nations Global AI Principles:

The United Nations formulated principles on the ethical use of AI across industries, including 
criminal justice. The salient features are:

Fairness and accountability of AI applications
Transparency in decision-making
International cooperation in the light of AI challenges.
Even though these principles do provide a universal framework, their application would need the 
acceptance and enforcement by the member states themselves.

6. The Proposed AI Act:

The presently debated AI Act in the EU strives to regulate AI applications along the lines of risks 
that the latter imply. Among others, the following are mandatory under this act for high-risk 



systems like those utilized in criminal justice: top-priority transparency; periodic algorithmic 
audits for the elimination of biases; complete documentation in respect to processes for 
development and deployment.
It aims to set the standard for responsible governance of AI on a global level. It has not yet been 
enacted since it is in its drafting phase.

Alternative Solutions

The integration of Artificial Intelligence in criminal justice is very promising in terms of 
transformation, yet simultaneously poses important ethical, legal, and social problems. Unless an 
ensemble of alternative measures can make up for the maintenance of the essential ingredients of 
fair processing, namely accountability and transparency of AI systems, difficult hurdles will have 
to be overcome. First, fairness could be ensured by the implementation of mandatory algorithm 
audits. These would involve periodic and deep audits of the AI systems that could help find 
biases, inaccuracies, and maybe discriminatory practices. Furthermore, such audits must extend 
beyond simple bias detection to transparency-like, requiring developers to make algorithms 
disclose how they work. These kinds of systems could even be certified by independent 
oversight bodies for fairness and accountability. This would instill confidence in the public that 
the use of AI within the CJS was done responsibly.

Another step would be ensuring quality and representativity regarding the data on which AI 
systems are trained. As a matter of fact, biased data is one of the huge sources of issues of 
discrimination in AI; diversity and freshness of the training data may reduce such issues. For 
example, the datasets need to be representative of all groups and need to be continuously 
updated, given that social conditions are in a constant state of flux. Decisions will only be fair if 
the AI system questions the validity of the input data itself and allows for dynamic updating. 
Another important demand to follow would be transparency and explainability of the models.

Most AI systems are black boxes in that a human cannot understand how the decisions are made. 
While solving this problem, XAI technologies should be developed in such a way that they 

clearly show the reasoning 
behind the decision of 
AIs. The second is that 
algorithms applied to 
critical areas like criminal 
justice have to be open for 
review by stakeholders 
like governments and 
advocacy groups. Public 
disclosure of how AI 
systems make decisions 
and how they arrive at 
their outputs would 



prevent any misuse and would also allow for meaningful challenges of their outputs. Human 
oversight mechanisms should be imbibed while deploying AI systems so that ethics in 
decision-making are ensured.

AI is to support humans, not to replace them. Checks can be made possible by making use of 
review panels comprising legal experts, ethicists, and technologists who shall review the 
recommendations made by AI. What matters more is that human beings should be the final 
decision-makers when there is a high interest at stake: sentencing and parole, for instance. Where 
flags are raised regarding bias or anomalies, human operators would be required to revise 
AI-generated decisions to avoid mistakes. Being transborder in nature, this would have 
cross-border cooperation with regard to the setting of standards.

This contributes not only to some form of usage, such as creating a United Nations Convention 
on AI in criminal justice, but also serves towards harmonization of rules in such a manner that 
fairness in decision-making is equally guaranteed across the globe. It is in this collaboration that 
the sharing among countries will be required to do: the best practices and experiences learned. 
Ethical alliances on AI involving countries, private companies, and NGOs contribute to the 
responsible use of AI in a global way. This would ensure that the principles of universal human 
rights are respected by the AI systems. The protection of privacy then features as another 
cornerstone when ethical use is pursued.

Much AI relies on large volumes of personal data-the call of surveillance or the misuse of 
information collected. That would relate much more to limitations on collecting personal 
information than what is necessary for functional purposes, and ensuring anonymous protocols 
are in place. Consent mechanisms on the collection and usage of information create greater 
discretion in the hands of users regarding sensitive information. Other areas of interest within the 
context of AI challenges to criminal justice may also relate to public engagement and education.

Community dialogues and forums raise concerns and views among stakeholders. It creates a 
bottom-up approach toward AI policy. It could also let the citizens, through education 
campaigns, understand their rights within an AI-driven system. This would ensure there is 
feedback with regard to assurance that public input in the governance of AI will be heard. The 
engagement builds a better social consensus on AI systems and aligns them with key values in 
society. Finally, incentivizing ethics in AI is important in ensuring private companies operate in a 
manner that is not only nondiscriminatory but also transparent.

For example, governments use grants and subsidies for projects showing high ethical caliber, 
while recognition programs laud firms for their leadership in responsible use of AI. More 
importantly, governments may offer benefits within regulations for ethical systems; such benefits 
cut down on the approval processes necessary for various activities. This in turn would trigger 
innovations while ensuring accountability and integrity in ethical ways. The holistic and 
multi-stakeholder approach in addressing the challenges of AI in criminal justice should, 
therefore, be informed by building systems that have warranted protection of human rights and 
gained societal trust for their efficiency and fairness.



Useful Links 

1.​ General Data Protection Regulation (GDPR) Overview​

2.​ Ethics Guidelines for Trustworthy AI by the European Commission​

3.​ ProPublica Investigation on COMPAS Bias​

4.​ The United Nations Global AI Principles​

5.​ AI and Criminal Justice Report by Amnesty International​

6.​ The World Economic Forum's AI and Justice Framework​
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